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It is clear to everyone that college admission is a strategic process at the country level, and is 
very important for citizens of all categories. This process receives attention from all divisions of 
society, students, families, and the educational sector in general. It is necessary to pay attention 
to the smallest details, and try to improve and simplify it. The Directorate of Information and 
Communications Technology in the Ministry of Higher Education and Scientific Research in Syria 
adopts the announcements issued by the ministry to carry the admission process out 
programmatically, these announcements are considered as the regulator for the work of software 
programs. This study aims to use college admission data for the scientific branch gathered 
during the earlier ten years, to create a predictive model that applies to new students coming to 
college admission. The most important results of the study were  
This research aims to design a predictive model using the WEKA workbench. We utilized the 
college admission data gathered during the previous ten years. We applied three algorithms for 

- Decision Trees - Nearest Neighbor), then selected the 
best algorithm with the highest prediction accuracy, and designed the final model and applied it 
to students of the scientific branch coming to college admission. Students can use this model 
to get guidance to the proper university and college, according to their data. Furthermore, 
Ministry of Higher Education and Scientific Research can use the model for decision support to 
assign the proper seats for colleges and institutes in all Syrian Governmental universities, before 
starting college admission process. The prediction accuracy of the final model reached 
66.4982%  
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Dataset 2 Dataset 1 

Type Attribute Type Attribute

InputCityNameInput CityName

InputGenderInput Gender

InputAgeInputAge

InputTotalScoreInput TotalScore

InputMathInput Math

InputPhysicsInput Physics

InputChemistryInput Chemistry

InputBiologyInput Biology

Input EnglishInput English

InputFrenchInput French

InputArabicInput Arabic

InputNationalismInput Nationalism

InputReligionInput Religion

PredictAcceptancePredict University

[10]

WEKA

WEKA
cfsSubsetEval

GreedyStepWise



2020- No.123 vol.  University Journal of Hama

 

 

 
(3)

Training DataTest Data

1)

Test Data Input Data Training Data 



2020- No.123 vol.  University Journal of Hama

 

 

2)WEKA 

WEKA 

1 Use Training Set

 
2 Supplied Test set

 
3 Cross-validation

WEKA
 

4 Percentage split
WEKA66

 

 



2020- No.123 vol.  University Journal of Hama

 

 

WEKA
1

Decision Trees

J. Ross Quinlan[12]
Quinlan

ID3ID3
C4.5

WEKA2J48

3J48

                                                      

1WEKA3.9.4 
24.5C 



2020- No.123 vol.  University Journal of Hama

 

 

WEKA
Java

K-NN
Instance-based Learning

Euclidean distance

(1)
1a(1)

2a(1)
ka

(2)
1a(2)

2a(2)
ka

k

 

[11] 
Manhattan metric



2020- No.123 vol.  University Journal of Hama

 

 

K
K

K
D.W. Aha

Pruning[10]
WEKAIBKLazy 

Learning

 
4)IBK

Naïve Bayes

1

                                                      

1TrueFalse



2020- No.123 vol.  University Journal of Hama

 

 

multinominal Naïve Bayes

[10]

Bayes

WEKA

 
5)Naive Bayes

WEKA
70.7803



2020- No.123 vol.  University Journal of Hama

 

 

ZeroR

Base-Line Accuracy

ZeroR

ZeroR
 

ZeroRWEKA
33.7757 

 
(6)ZeroR

ZeroR



2020- No.123 vol.  University Journal of Hama

 

 

 

 

ZeroRJ48
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Run 3 Run 2Run 1 Default Run Parameter Name 

TrueTrueTrueFalse Binary Split

TrueTrueTrue FalseDebug 

56 160 1160 2 minNumObj

4442 numDecimalPlaces

TrueTrueTrueFalse ReducedErrorPruning

TrueTrueTrueFalseuseLaplace

True True True False useMDLCorrection 

False False True False unpruned 

78.3468%78.0556% 77.8846%% Accuracy
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 %29.2844 927565622713 %29.25067 

 %52.4842 26241459 1165 %44.39787 

 %26.8241 35912812 779 %21.69312 

 %47.3408 38112148 1663 %43.63684 
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