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Introduction



Internet Population Growth
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TCP/IP - The Internet Protocol Suite

• The Internet protocol suite
– The a set of protocols designed for the Internet

– Allows communication across diverse networks

– Out of ARPANET

– Emphasize on robustness in terms of failure handling

– Emphasize on Flexibility in operating on diverse networks

• Standardisation (ISOC: Internet Society)
– IAB: Internet Architecture Board

– IETF: Internet Engineering Task Force: http://www.ietf.org
• Standards & other information are published as drafts and RFCs (Requests 

for Comments)

– IRTF: Internet Research Task Force



IETF
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IETF
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ISO/OSI &TCP/IP Protocol Suite



OSI Layers
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OSI Layers
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TCP/IP Layers
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TCP/IP Layers
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TCP/IP Layer Tasks Protocol Examples

Application Application specific
Telnet, rlogin, FTP, SMTP,
SNMP, HTTP, etc.

Transport
End-to-end flow of data
between application
processes

TCP, UDP

Internet
Routing of packets between
hosts

IP, ICMP

Network
Interface
Hardware

Hardware interface (

packet transfer be-tween
network nodes)

PPP, Ethernet, IEEE 802.x,

ARP



TCP/IP Encapsulation 
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Ethernet frame

Ethernet: 46...1500 bytes

application data
TCP 

header

TCP

TCP segment
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Addressing in TCP/IP World



Types of Addresses

• Three different levels of addresses are used in the internet

– Physical (link) address

– Logical (IP) address

– Port address
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Relationship between Layers & Addresses in TCP/IP
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Physical Addresses
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In fact, physical addresses look like 07:01:02:01:2C:4B

(A 6-byte (12 hexadecimal digits) physical address)



Logical Addresses (IP Addresses)
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In fact, IP addresses look like 
132.24.75.9

(An IPv4 address)



Port Addresses
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Port addresses look like 
8080

(A decimal number)
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TCP/IP Layers



Network Interface Hardware
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Application Layer

Transport Layer

... Internet Layer

... Network Interface
Hardware

User 
Process

User 
Process

User 
Process

User 
Process

TCP UDP

IPICMP

Hardware
Interface

ARP/PARP
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Network Interface Hardware

• Protocol examples

– Ethernet

• Encapsulation of higher layer packets is defined in RFC 894

– PPP

• Point-to-Point Protocol for serial lines (defined in RFCs 1332, 1548)

– ARP/Proxy ARP (PARP)

• Address Resolution Protocol (RFC 826)

• Address resolution from 32-bit IP addresses to hardware addresses (e.g. 

48-bit)

• MTU

– Maximum Transfer Unit 

– Maximum IP packet size in bytes (e.g. for Ethernet: 1500, X.25 Frame 

Relay: 576)
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Network Interface Hardware

• Path MTU

– Smallest MTU of any data link in the path between two hosts

– Used to avoid IP fragmentation

• Loopback Interface

– Enables a client application to connect to the corresponding server 
application on the same 

• localhost = 127.0.0.1

– Implemented at the link layer, i.e. full processing of transport and IP 
layers



Address Resolution Protocol (ARP) / Proxy ARP

• Translate between IP addresses and MAC layer addresses
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ARP - Operation Overview (Example)
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ARP Request
What is the MAC address 
of 128.143.137.1



ARP - Operation Overview (Example)
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ARP Reply
The MAC address of 128.143.137.1 is 
00:e0:f9:23:a8:20



ARP Packet – Header Format
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Destination
address

6

ARP Request or ARP Reply

28

Source
address

6 2

CRC

4

Type
0x8060

Padding

10

Ethernet II header

Hardware type (2 bytes)

Hardware address
length (1 byte)

Protocol address
length (1 byte)

Operation code (2 bytes)

Target hardware  address*

Protocol type (2 bytes)

Source hardware address*

Source protocol address*

Target protocol address*

* Note: The length of the address fields is determined by the corresponding address length fields



ARP Packet – Header Format

• Header type (2 byte)

– Specifies the hardware type used by the local network transmitting 
the message. Some common used value is:

28



ARP Packet – Header Format

• Protocol type (2 byte)

– This field is the complement of the Hardware Type field

– Specifies the type of layer three addresses used in the message

• For IPv4 addresses, this value is 2048 (0800 hex), which corresponds to
the EtherType code for the Internet Protocol

• Hardware Address Length (1 byte)

– Specifies how long hardware addresses are in this message

• For Ethernet or other networks using IEEE 802 MAC addresses, the value
is 6

• Protocol Address Length (1 byte)

– The complement of the hardware address length field

– Specifies how long protocol (layer three) addresses are in this
message

• For IP(v4) addresses this value is of course 4

29



ARP Packet – Header Format

• Operation code (2 byte)

– Specifies the type of the message

30



ARP Packet Format (Concerning the Example)

• ARP Request from Argon

– Source hardware address: 00:a0:24:71:e4:44

– Source protocol address: 128.143.137.144

– Target hardware address: 00:00:00:00:00:00

– Target protocol address: 128.143.137.1

• ARP Reply from Router137

– Source hardware address: 00:e0:f9:23:a8:20 

– Source protocol address: 128.143.137.1 

– Target hardware address: 00:a0:24:71:e4:44

– Target protocol address: 128.143.137.144

31



ARP Cache

• Sending an ARP request/reply for each IP datagram is inefficient

– Hosts maintain a cache (ARP Cache) of current entries

– ARP Cache expires after 20 minutes, if not refreshed

• Contents of the ARP Cache (an example)

(128.143.71.37) at 00:10:4B:C5:D1:15 [ether] on eth0

(128.143.71.36) at 00:B0:D0:E1:17:D5 [ether] on eth0

(128.143.71.35) at 00:B0:D0:DE:70:E6 [ether] on eth0

(128.143.136.90) at 00:05:3C:06:27:35 [ether] on eth1

(128.143.71.34) at 00:B0:D0:E1:17:DB [ether] on eth0

(128.143.71.33) at 00:B0:D0:E1:17:DF [ether] on eth0

32



Proxy ARP (PARP)
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128.143.137.1/16
00:e0:f9:23:a8:20

128.143.71.1/24

128.143.0.0/16
Subnet

128.143.71.0/24
Subnet

Router137

ARP Request:
W hat is the MAC address
of 128.143.71.21?

128.143.137.144/16
128.143.171.21/24
00:20:af:03:98:28

Argon Neon

ARP Reply:
The MAC address of
128.143.71.21 is
00:e0:f9:23:a8:20

A Host or a router responds to an 
ARP Request originating from one 
of its connected networks for a 
host residing on another of its 
connected networks



Vulnerabilities of ARP

• ARP does not authenticate requests or replies

– ARP requests and replies can be forged

• ARP is stateless

– ARP replies can be sent without a corresponding ARP request

• The node that receives an ARP reply/request must update its local ARP
cache with the information in the source fields, if the receiving node
already has an entry for the IP address of the source in its ARP cache

• Typical exploitation of these vulnerabilities

– A forged ARP request or reply can be used to update the ARP cache
of a remote system with a forged entry (ARP poisoning)

– This can be used to redirect IP traffic to other hosts

34



Some Praxis
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Some Praxis
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Internet

192.168.1.9 192.168.1.1



Some Praxis
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Some Praxis – ARP Request
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Some Praxis – ARP Reply
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Internet Layer
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Application Layer

Transport Layer

... Internet Layer

...                Network Interface
Hardware

User 
Process

User 
Process

User 
Process

User 
Process

TCP UDP

IPICMP

Hardware
Interface

ARP/PARP



The Internet Protocol version 4 (IPv4) - Overview

• Specified in RFC 791

• Designed for use in interconnected systems of packet-switched
computer communication networks, also called catenet

• Povides routing of data between hosts based on the IP address

– IPv4 uses 32-bit IP addresses

– IPv6 uses 128-bit IP addresses

• Provides fragmentation and reassembly of long datagrams, if
necessary, for transmission through "small packet" networks

• Unreliable, connectionless datagram delivery service, possible
packet loss, possible out-of-order delivery, possible duplication,
etc.
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The Internet Protocol version 4 (IPv4) - Overview

• IP fragmentation is used on any link with MTU < original datagram
length

– Duplicates IP header for each fragment and sets flags for re-
assembly

– Re-assembly at the receiving host only, never in the network

• Applications use the Domain Name Service (DNS) to convert
hostnames to IP addresses and vice-versa

– www.albaath-uni.sy  169.254.0.0

– 169.254.0.0  www.albaath-uni.sy

– An arbitrary example

42



Header Format
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QoS requirements;
rarely used and
supported

4-bit 
version

8-bit type of service

16-bit identification

data

20 bytes

4-bit IHL 16-bit total length (in bytes)

3-bit 
flags

13-bit fragment offset

8-bit time to live 8-bit protocol 16-bit IP header checksum

32-bit source IP address

32-bit destination IP address

options (if any)

IP datagram length in
bytes (limit = 65536)

Unique
identifier
(counter)

Limit on the
number of
routers
(countdown)

Higher layer
identifier, e.g.:

ICMP=1
TCP=6
UDP=17

Tells the receiver the position
of a fragment in the original
datagram

IPv4

Internet Header
Length (number of
32-bit words)

16-bit one‘s complement sum of the IP
header only
checksum error =>
discard datagram + try to send ICMP
message



Type of Sevice (TOS) Field

• Provides an indication of the abstract parameters of the quality of 
service desired

• Used to guide the selection of the actual service parameters when 
transmitting a datagram through a particular network

Precedence D T R 0 0

• Precedence: 3 bits determine which kind of traffic the packet 
transfers (e.g. control, multicast), which priority, etc.

• D: 1 bit stands for the delay bound (0: normal, 1: low)

• T: 1 bit stands for the throughput (0: normal, 1: high)

• R: 1 bit, stands for the reliability (0: normal, 1: high)

• Remaining bits are set to 0 and reserved for future use



Addressing in IPv4 World
Classfull Adressing

Classless Addressing
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Classful Addressing 
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0 Host

32 bits

10 Host

110 Host

1110 Multicast address

11110 Reserved for future use

Network

Network

Class A: 1.0.0.0 to
127.255.255.255

Class B: 128.0.0.0 to
191.255.255.255

Class C: 192.0.0.0 to
223.255.255.255

224.0.0.0 to
239.255.255.255

240.0.0.0 to
247.255.255.255



Classful Addressing 
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Classful Addressing – Class A
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Masking Concept
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Masking Concept

• Default masks

50

• Network address

– The beginning address of each block

– Can be found by applying the default mask to any of the addresses in
the block (including itself). It retains the network address (NetId) of
the block and sets the host address (Hostid) to zero.



Multihomed Devices

• Multihoming

– Connecting a single host to multiple networks

• E.g., a mobile phone might be simultaneously connected to a WiFi
network and a 3G network

• assigning multiple addresses to a single web server with each address
representing an individual domain on the server
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Multihomed Devices

• Some practice

– Network and Sharing Center  Change adapter settings

– Right-click on the adapter you want to modify and select Properties 
 Internet Protocol Version 4  Properties

– Select the Use the following IP address radio button and enter the 
appropriate primary IP address, subnet mask, and default gateway

• You should also manually set the DNS server appropriately for this 
network connection

– Click on the Advanced button

– Add additional IP addresses and subnet masks in the upper portion 
and default gateways beneath it

– Click Automatic metric

• This allows Windows to automatically assign metrics, it will determine the 
metric for each link based on the link speed with the fastest ones having 
the lowest metric (higher priority)
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Multihomed Devices
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Special Addresses
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Special Addresses - Examples

• Network address
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Special Addresses - Examples

• Direct broadcast address
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Special Addresses - Examples

• Limited broadcast address
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Special Addresses - Examples

• This host on this network
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Special Addresses - Examples

• Specific host on this network
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Special Addresses - Examples

• Loopback address

60



Addresses of Privat Networks

• Used for research and privat goals

• Not allowed to be visible to outside the network
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Addressing in IPv4 World
Classfull Adressing

Classless Addressing
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Classless Addressing

• In classless addressing variable-length blocks are assigned that
belong to no class

• In this architecture, the entire address space (232 addresses) is
divided into blocks of different sizes
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Classless Addressing

• 205.16.37.32 & 17.17.33.80 are beginning address of a block that
contains 16 addresses

– 32 & 80 are divisible by 16

• 190.16.42.0 & 17.17.32.0 are beginning address of a block that
contains 256 addresses

– 0 is divisible by 16

• 17.17.32.0 is a beginning address of a block that contains 1024
addresses

– 1024 = 4 × 256. The right-most byte must be divisible by 256. The 
second byte (from the right) must be divisible by 4

64



Classless Addressing

• Prefix lengths
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Sample Internet
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Subnetting

• Addressing quickly leads to a situation where the number of
adresses gets insufficient

• Class C is highly preferred over class A or B. However,

– Only 253 adresses can be assigned

• Solution  Subnetting

67

110 HostNetwork

110 HostNetwork Subnet



Network Address Translation (NAT)

• Even with the use of subnetting & classless addressing, the space
of IPv4 is limited

• To further extend the lifetime of IPv4

– Use Network Allocation Translation (NAT)

– Use a public address for the whole network and manage the
addresses inside the network privat

68



IP Routing
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60.0.0.5



IP Routing – Some Praxis
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IP Routing – Some Praxis
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IP Routing – Some Praxis
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Considerable 
variation in delays 



IP Routing – Some Praxis
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IP Security

• No security considerations in IP

– No requirements to encrypt datagramms

– No guard against attacks such as

• Two solutions: IPSec, firwalls
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Shortcommings of IPv4

• IPv4 has several shortcommings, especially in the area of 

– Quality of Service (QoS)

– System management

– Security

– Scalability

– Mobility

– Adressing availability

• IPv6 has been developed to address these shortcommings
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Key Features of IPv6

• Extended address space

– Addresses length is 128 bits instead of 32 bit  addresses space is
increased by a factor of 296 compared to that of IPv4  6x1023 unique
addresses per square meter of the earth‘s surface

• Increases addressing flexibility

– The large addresses space of IPv6 allows for multiple levels of
subnetting and address allocation from the Internet backbone.
Flexibility is further enhanced using

• Introducing a „Scope“ field to the multicast addresses  improving the
scalability of multicast routing

– There exist 16 types for „Scope“ field

• Introducing a new type of addresses for anycast

76



Key Features of IPv6
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Number of 
senders

Number of 
receivers

Communication 
association

Example

1 1 Unicast Lecture

1 1 Dialogue Telephony

1 < all Multicast Pay TV

1 all Broadcast Normal TV

>1 1 Concast Tele-voting

>1 >1 Multipeer Vidio-conference

1 >1 Anycast
Automatic configuration of 
network devices (DHCP)

A new type of addresses is 
introduced in IPv6 for this type 
of association



Key Features of IPv6

• Reduced routing tables

– IPv6 addresses length is big enough to facilitate address hierarchies
 reduced size of routing tables in routers

• Header format simplification

– The header format is desighned to keep header overhead at minimum

• Not essential fields and option fields are moved to extension header
(placed after the formal header)

• Checksum field is omitted because the data-link and transport layers have
their own checksumes, which means that omitting the checksum field will
not negatively affect the performance. In fact, it will save the time required
to calculate it.

• Statelful (with DHCP server) and stateless (without DHCP server)
addrress auto-configuration
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Key Features of IPv6

• Security capabilities

– IPSec is integrated with IPv6

• QoS enhancements

– Flow lable field allows to provide a specific processing for a given flow
(series of packets between a source and a destination)  flow
identification

• Improved options mechanisms

– The option headers (located between the formal IPv6 header and the
transport layer protocol header) allow for several tasks to be easily
achieved

• Hop-by-hop extension header allows that a packet receives a special
processing from a special router/host on its path towards its destination

• Further extension headers are possible

79



IPv6 Addressing Overview
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IPv4 addresses can be embedded
within IPv6 addresses. This is
usefull for interconnecting between
IPv4 and IPv6 addresses



IPv6 Header Format
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IPv6 Multicast Addresses

• IPv6 multicast communication is similar to IPv4 multicast
communication

• IPv6 devices can join and listen for multicast traffic on an IPv6
multicast address

– An IPv6 multicast address identifies multiple interfaces

82

Group ID

128 bits

8 bits (1111 1111 (reserved for multicast addresses))

4 bits (flags)

4 bits (scope)



IPv6 Multicast Addresses

• The first eight bits are reserved as 1111 1111

– The prefix of an IPv6 multicast address is ff00::/8

• It is easy to identify an IPv6 multicast address

• The next four bits are the flags

– Only 3 of the 4 flags are in use currently (the most significant bit in the
4 bits flags is reserved for future use)

• The next four bits are the Scope bits

– Scope bits (4 bits) are used to indicate the scope of delivery of IPv6
multicast traffic
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IPv6 Multicast Addresses

84

4 Bits inside flags 
field

Flag name When "0" set When "1" set

0 (Most Significant Bit) Currently not in use Currently not in use Currently not in use

1 R (Rendezvous)

When R flag set to 0,
the multicast
rendezvous point is not
embedded with
multicast address

When R flag set to 1,
the multicast
rendezvous point is
embedded with
multicast address

2 P (Prefix)
When P flag set to 0, the
multicast address is not
based on network prefix

When P flag set to 1, the
multicast address based
on network prefix

3 (Least Significant Bit) T (Transient)

When T flag set to 0, the
multicast address is a
permanently assigned
(well-known) multicast
IPv6 address

When T flag set to 1, the
multicast address is a
transient (Dynamically
assigned) multicast
address



IPv6 Multicast Addresses

85

Value Scope Meaning

0 Reserved Currently not in use

1 Interface-local scope

The Interface-local scope is
limited for a local single interface
only. Useful only for loopback
delivery of multicasts within a
node.

2 Link-local scope

Link-local scope is defined for the
local link. The traffic with the
multicast address of FF02::2 is
limited to local link scope. An IPv6
router will never forward the
multicast traffic destined to
FF02::2 beyond the local link.

3 Subnet-local scope
Subnet-local scope ranges
subnets on multiple links.

4 Admin-local scope

Administratively configured scope.
Definition states that "the smallest
scope that must be
administratively configured".



IPv6 Multicast Addresses
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Value Scope Meaning

5 Site-local scope

The scope of Site-local multicast
addresses are within the local
physical network. For example, a
small branch office. Site-local
Multicast packets will not cross
the IPv6 border router at the site.

8 Organization-local scope

The scope of Organization-local
addresses are within different
sites inside an organization.
Organization-Local Multicast
packets will not cross the
organization's IPv6 border router
to reach the IPv6 internet

E Global scope Scope is the Global IPv6 internet

F Reserved Currently not in use



IPv6 Multicast Addresses

87

Important IPv6 Link-
local scope 

Multicast Addresses
Description

FF02::1
All Nodes IPv6 multicast address. All IPv6 nodes in same link will listen
to FF02::1 IPv6 multicast address.

FF02::2
All Routers IPv6 multicast address. All IPv6 routers on the same link will
listen to FF02::2 IPv6 multicast address.

FF02::4
The all-Distance Vector Multicast Routing Protocol (DVMRP) routers
address. Used to reach all DVMRP multicast routers on the same link.

FF02::5
OSPF IPv6 multicast address. (Remember, in IPv4, OSPF multicast
address was 224.0.0.5)

FF02::6

OSPFv3 Designated Router's and Non-Designated Router's IPv6
multicast address. (Remember, in IPv4, OSPF Designated Router's
(DR) and Non-Designated Router's (NDR) multicast address was
224.0.0.6). Only DR and BDR listen to FF02::6 multicast IPv6 address.

FF02::9
RIPng IPv6 multicast address. (Remember, in IPv4, RIPv2 multicast
address was 224.0.0.9)

FF02::A
EIGRP IPv6 multicast address. (Remember in IPv4, EIGRP multicast
address was 224.0.0.10. A is the hexadecimal equivalant of decimal 10)

FF02::D All PIM Routers

FF02::16 All MLDv2-capable routers

FF02::1:2 DHCPv6 Servers and DHCPv6 Relay Agents

FF02::1:FF00:0000/104 Solicited-Node IPv6 Multicast address



IPv6 Extension Headers
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IPv4 Packet (No Options) IPv6 Packet (No Extensions)



IPv6 Extension Headers
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IPv4 Packet (no Options) IPv6 Packet (with Extensions)



Values of Next Header Field
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IPv4 vs. IPv6 Fragmentation
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IPv4 Fragment IPv6 Fragment



Recommended Order of IPv6 Extension Headers

1. IPv6 header (40 bytes)

2. Hop-by-hop options header
(variable)

3. Destination options header (1)
(variable)

4. Routing header (variable)

5. Fragment header (8 bytes)

92

6. Authentication header
(variable)

7. Encapsulation Security
Payload header (variable)

8. Destination options header
(2) (variable)

9. Upper-layer header (for
example, TCP or UDP)



Example
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Transport Layer

Application Layer

Transport Layer     

...                             Internet Layer      

...                Network Interface
Hardware

User 
Process

User 
Process

User 
Process

User 
Process

TCP UDP

IPICMP

Hardware
Interface

ARP



UDP

• UDP: User Datagram Protocol

– Specified in RFC 768

– Simple

– Unreliable

– Datagram-oriented transport of application data blocks

16-bit source port number 16-bit destination port number

16-bit UDP length 16-bit UDP checksum

data (if any)

8 bytes

Optional 16-bit one‘s complement sum of
UDP pseudo-header (12 bytes of the IP
header ) + UDP header + data (padded to
16-bit multiple)

checksum error =>
discard datagram

UDP
datagram
length in
bytes)

Used for
application
multiplexing

Used for
application
multiplexing



TCP

• TCP: Transmission Control Protocol

• Specified in RFC 793 + others

• Connection-oriented

• Reliable byte stream service

• Contains mechanisms for 

– flow control and 

– congestion avoidence



Sockets

• Socket: IP address + port number

• Port numbers are used for application multiplexing

– Some applications have well-known ports

• Port 21 for FTP (RFC 1340)

• Port 8080 for apache

• Port 20 for SSH

• Socket API: popular API for TCP assosiations and UDP
connections

– Stream sockets use TCP

– Datagram sockets use UDP



Transmission Control Protocol (TCP)

• Connection-oriented reliable byte-stream service

– Reliability by ARQ (Automatic Repeat reQuest):

• TCP receiver acknowledges the receipt of data segments

– The receiver sends acknowledgements (acks) back to TCP sender to confirm 
the receipt of data segments

• The receiver sends cumulative, positive acks for all contiguously received 
data segments

• Timeout-based retransmission of segments

• TCP transfers a byte stream

– Segmentation into TCP segments

– Header contains byte sequence numbers

• Congestion avoidance + flow control mechanism



16-bit source port number

data (if any)

20 bytes

4-bit 
head-er 
length

16-bit window size

16-bit TCP checksum

32-bit sequence number

options (if any)

16-bit destination port number

32-bit acknowledgment number

12-bit flags

16-bit urgent pointer

16-bit one‘s complement sum of TCP
pseudo-header (12 bytes of the IP
header) + TCP header + data
(padded to 16-bit multiple)

checksum error
=> discard datagram silently!
=> loss will be detected by other
mechanisms

Identifies the
number of the
first data byte in
this segment
within the byte
stream

Ack for the
reverse link: next
sequence number
that is expected
to be received

Number of 32-bit
words Advertised window

size: number of
bytes the receiver is
willing to accept

URG: Urgent Pointer field significant - urgent data
are outstanding
ACK: Acknowledgment field significant
PSH: Push Function - push to indicate prompt
transmission of data
RST: Reset the connection
SYN: Synchronize sequence numbers
FIN: No more data from sender

TCP Segment Format



16-bit source port number

data (if any)

20 bytes

4-bit 
head-er 
length

16-bit window size

16-bit TCP checksum

32-bit sequence number

options (if any)

16-bit destination port number

32-bit acknowledgment number

12-bit flags

16-bit urgent pointer

16-bit one‘s complement sum of TCP
pseudo-header (12 bytes of the IP
header) + TCP header + data
(padded to 16-bit multiple)

checksum error
=> discard datagram silently!
=> loss will be detected by other
mechanisms

Identifies the
number of the
first data byte in
this segment
within the byte
stream

Ack for the
reverse link: next
sequence number
that is expected
to be received

Number of 32-bit
words Advertised window

size: number of
bytes the receiver is
willing to accept

URG: Urgent Pointer field significant - urgent data
are outstanding
ACK: Acknowledgment field significant
PSH: Push Function - push to indicate prompt
transmission of data
RST: Reset the connection
SYN: Synchronize sequence numbers
FIN: No more data from sender

TCP Segment Format



Client Server

Segment 3: ACK 

Three-way handshake

*ISN: initial sequence number
(RFC 793)

Segment 1: 
SYN + ISN* + 
options, e.g. MSS

Active open:

Segment 2: 
SYN, ACK + ISN + 
options, e.g. MSS

Passive open:

Application close => 
Segment 1: FIN

Active close:

Passive close:

=> Send EOF to     
application

Segment 2: ACK; 
application can still 
send data

Half-close #1

Application close => 
Segment 3: FIN

Segment 4: ACK Half-close #2

=> Connection establishment and termination take at least 1 RTT

TCP Connection Establishment and Termination



Client Server
Application

TCP

IP

Link Layer

Request to connect to Server

SYN, MSS=536
TCP Connection
establishment

• MSS is optionally announced (not negotiated) by each host at TCP connection
establishment (the smaller value is used by both ends, i.e. 536 in the above
example).

MSS = 536

- Fixed TCP header = 20

- Fixed IP header = 20

MTU = 576 (e.g. modem)

MSS = 1460

- Fixed TCP header = 20

- Fixed IP header = 20

MTU = 1500 (e.g. ethernet)

SYN, ACK, MSS=1460

find 
network 
interface

MTU and MSS: Maximum Segment Size
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Cumulative  Acknowledgements

• A new cumulative Ack is generated only on receipt of a new in-
sequence segment

i Data Acki

TCP
sender

TCP
receiverRouter40 39 3738

received:
...
35
36

41 40 3839

35 373634

received:
...
35
36
37

timestep

3533 3634



• Delaying Acks reduces Ack traffic

• An Ack is delayed until

– another segment is received, or

– delayed ack timer expires (200 ms typical)

40 39 3738

3533

received:
...
35
36

New Ack not produced
on receipt of segment 36,

but on receipt of 37

41 40 3839

35 37

received:
...
35
36
37

Delayed  Acknowledgements



Duplicate Acknowledgements

• A dupack is generated whenever an out-of-order segment 
arrives at the receiver (packet 37 gets lost)

40 39 3738

3635

received:
...
36

42 41 3940

36 36

received:
...
36
x
38

dupack
on receipt of 38

2 timesteps

packet loss



• Dupacks are not delayed

• Dupacks may be generated when

– a segment gets lost or

– a segment is delivered out-of-order

40 39 3837

3635

41 40 3739

36 36

dupack
on receipt of 38

received:
...
36
x
38

received:
...
36

1 timestep

Duplicate Acknowledgements



40 37 3839

3635

41 40 3937

36 36

dupack

35

received:
...
36
x

38

received:
...
36

42 41 3740

36 36 36

dupackdupack

received:
...
36
x

38
39

43 42 4041

36 36 39

new Ackdupack

received:
...
36
37
38
39

36

dupack

Number of
dupacks
depends on
how much
out-of-order
a packet is

A series of
dupacks
allows the
sender to
guess that a
single packet
gets lost

Duplicate Acknowledgements



Window Based Flow Control

• Achieved using sliding window protocol

• Window size W is minimum of

– Receiver’s advertised window

• Determined by available buffer space at the receiver and signaled with 
each Ack

– Congestion window

• Determined by the sender based on received Acks

2 3 4 5 6 7 8 9 10 11 131 12

Sender’s window

Acks received Not transmitted



Window Based Flow Control

• TCP’s window based flow control is “self-clocking”

– New segments are sent when outstanding segments are Ack’d

• Optimum window size:  

– W = data rate * RTT = “bandwidth-delay product”

• (optimum use of link capacity: “pipe is full”)

38 37
3940

33
35

34
36

packet 
dimensions:

rate

transmit 
time

TCP
sender

TCP
receiverRouter

size

W = 8 segments (33...40)



Window Based Flow Control

• What if window size is too large?

– Queuing at intermediate routers (e.g. at wireless access point)

• Increased RTT due to queuing delays

• potential of packet loss

• What if window size is too small?

– Inefficiency: unused link capacity



Packet Loss Detection Based on Timeout

• TCP sender starts a timer for a segment (only one segment at a 

time) 

– If Ack for the timed segment is not received before timer expires 

outstanding data are assumed to be lost and retransmitted 

• Retransmission timeout (RTO) is calculated dynamically

– Based on the measured RTT



Exponential Backoff

• Double RTO on successive timeouts:

• Total time until TCP gives up is up to 9 min

Segment

transmitted
Timeout occurs

before Ack received 
segment retransmitted

Timeout interval doubled

T1=RTO T2 = 2 * T1



Packet Loss Detection Based on Dupacks - Fast 
Retransmit Mechanism 

• TCP sender considers timeout as a strong indication that there is a
severe link problem

• Continuous reception of Dupacks indicates that following segments are
delivered, and the link is ok

• TCP sender assumes that a (single) packet loss has occurred if it
receives three dupacks consecutively

– Note: 3 Dupacks are also generated if a segment is delivered at least 3 places
out-of-order

• Only the (single) missing segment is retransmitted  fast
retransmission

• Fast retransmission is useful only if lower layers deliver packets “almost
ordered”

– Otherwise, unnecessary fast retransmit
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Time / RTT
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Slow Start

Congestion
Avoidance

Threshold

Slow Start and Congestion Avoidance 

 Theoretical assumption: after sending n segments, n Acks arrive within one RTT

 Note that Slow Start starts slowly, but speeds up quickly

Receiver’s
advertised 
window = 12



Packet Loss Detected by Timeout
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Threshold = 8
ssthresh = 10

cwnd = 20

Timeout

cwnd = 1
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After Fast Recovery

Packet Loss Detected by 3 Dupacks

• After fast retransmit and fast recovery window size is reduced in half

• Multiple packet losses within one RTT can result in timeout

Threshold = 4

3 Dupacks

cwnd = 8

cwnd = 4



Summary

• TCP provides a connection-oriented reliable byte-stream service

• Application data stream is transferred in segments based on 
lower layer MTU

• TCP employs sliding window mechanism with flow control 
based on 

• Receiver’s advertised window

• Sender’s Slow Start and Congestion Avoidance 
mechanisms



Application Layer (Selected Applications)
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Application Layer    

Transport Layer     

...                             Internet Layer      

...                Network Interface
Hardware

User 
Process

User 
Process

User 
Process

User 
Process

TCP UDP

IPICMP

Hardware
Interface

ARP



File Transfer Protocol (FTP)

• File Transfer Protocol (FTP)

• File transfer based on TCP

• Two connections

– TCP control connection

• To well-known server port 21

• ASCII commands

– TCP data connection

• QoS requirements: 

– High throughput (optimise TCP bulk data flow)

• Specified in RFC 959



Telnet and Rlogin

• Used for remote login based on TCP

– Rlogin

• Specified in RFC 1282 

• Simple protocol designed for UNIX hosts

– Telnet

• Specified in RFC 854

• Works with any operating system

• Option negotiation

• More flexible and better performance

• QoS requirements

– Low Round Trip Time (RTT) transport of small packets (optimise TCP 
interactive data flow)



Hypertext Transfer Protocol (HTTP)

• Hypertext Transfer Protocol

• Transfer of webpages based on TCP
– Webpage typically consists of

• HTML (HyperText Markup Language) files and

• Various embedded objects (e.g. pictures, sound files, etc.)

• HTTP/1.0

– Objects are requested and received serially

– For each object
• New TCP connection is established, utilized and released

– Multiple connections
• several TCP connections can be used in parallel



Hypertext Transfer Protocol (HTTP)

• HTTP/1.1

– The performance is improvements by

• Persistent Connections
– TCP connections are not released after each object, but used for the next one

» avoids TCP connection establishment and termination

» avoids slow start for each new connection

• Pipelining
– Multiple objects can be requested in one request

– Requested objects are sent sequentially over one TCP connection

– Multiple connections are possible



Real-time Transport Protocol (RTP) 

• Transfer of real-time data based on UDP

• RTP

– Real-time Transport Protocol

– For real-time applications (audio/video)

– Services: payload type specification, sequence numbering, 

timestamping, source identification & synchronization, delivery 

monitoring

– No guaranteed quality of service (QoS)

• Network independent

– Used on top of unreliable and low-delay transport service

• Specified in RFC 1889



Real-time Transport Control Protocol (RTCP) 

• RTCP

– Real-time Transport Control Protocol

– Contains additional to RTP

• QoS monitoring and periodic feedback

– Sender report (synchronization, expected rates, distance)

– Receiver report (loss ratios, jitter)

• Network independent

• Specified in RFC 1889



Conclusions

• The TCP/IP protocol suite is a set of protocols designed for the 
Internet

• Routing is done via IP

• Application data transport using
– UDP: unreliable datagram service

– TCP: reliable byte-stream service

• TCP/IP stack is part of each operating system 

• TCP performance is extremely important
– TCP carries 62% of the flows, 85% of the packets, and 96% of the 

bytes of Internet traffic 

– TCP error control mechanisms are designed for wired networks

Serious  problems when used for wireless transport
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